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Learning Objectives of This Lecture

* Understand 4 interpretability techniques
* Know 2 interpretability tools
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— 't [ 1 / — “Husky Dog”

e
N Why do you
think so?

https://www.coursera.org/learn/responsible-ai-for-developers-interpretabilitytransparency
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Coefficients represent
relative feature importance
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Feature importance



Feature importance
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[Deep] Neural Networks

Input
layer

Hidden Output
layers layer

BME2133: Lecture 7 ©2025 Zhiyu Wan

n:/
o

l n l
-6 -4 -2 0 2 4 6
Figure 1. The standard logistic function

Nonlinearities

2.5 1

- RelU
= GELU
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B A
Figure 2. Rectified linear unit (ReLU) and

Gaussian Error Linear Unit (GELU) ;



Complexity — Interpretability Tradeoff

Model Complexity & ' Model Interpretability
Performance
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How to explain an ML model

* Intrinsic
* Linear regression, Decision tree, Bayesian networks Why do you classify
.. this image as a
* Post-hoc (after training) “Husky Dog”?

 Local (individual predictions)
* Model agnostic (Shapley values, LIME)
* Model specific (Integrated Gradients, SmoothGrad, XRAI, Grad-CAM) Which

e Global (entire model) feature do you

_ . . prioritize most in
* Model agnostic (Partial Dependence Plots, Permutation Importance) general?
* Hybrid (SHAP, Integrated Gradients)
* Model specific (Tree Gain-based Importance, TCAV)
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Feature-based Concept-based Example-based
Explanation Explanation Explanation

Erect Ear: 0.47
White Fur: 0.23

Long Nose: Digd
Well-furred Tail: 0.12
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Images

Class: Husky Dog

Image classification

Tabular

Name Future wvalue Attrib.

distance 1395.51 =2na4478

temp 16.168 -0.12629
dew_point  7.83396 8.0118318
prep 8.83 -0.88134132

euclidean NG
loc cross
start station id [ ]

end station_id ]
max T

Prediction: 56.7

Classification / regression
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Text

The cake tastes

delicious!

Sentiment score: 0.9

Text classification
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Permutation Feature Importance

* Post-hoc, global, model agnostic Height at age l
. 2 1 1
* Randomly Shuffles values of a single 0 (cm) 0(cm) at age 10

feature and observes the resulting 182 B 20
change in the model’s error rate. The 175 147 «— .. 10
higher the increase in error, the more

important the feature is considered to :I
be. 156 142

* |t can be intuitive and is easy to 153 — 130 — .. 24
implement, but sometimes it can be
misleading.
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Partial Dependence Plots (PDPs)

* Post-hoc, global, model agnostic

* Used to visualize the relationship
between a model’s predictions and
the values of specific input features

* Show how the model’s predictions
change as we vary the values of
one input feature while holding all
other features constant

* They can help identify important

Predicted number of bikes
ra P

features, detect nonlinear
relationships, and uncover e -y
potential biases in the model
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Local Interpretable Model-Agnostic
Explanations (LIME)

* Post-hoc, local, model agnhostic

P(tree frog)

-

* Creates an explanation by -~
approximating the underlying | |
model locally, with an
interpretable one.

0.85

0.00001

Original Image

* A linear model or a decision  ;c; frog)-0.54
tree is often used.

0.52

Sources: Macro Tulio Ribeiro
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regression

Explanation
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Feature

Label

Feature 1 Feature 3
Featurel Feature?2 Feature3 Featured

Feature 2 Feature 4

Present -> 1

Absent -> 0
1 1 1 1
> > 1 0 0 1
0 0] 1 0
1 1 1 0
v
< Interpretable Model

(e.g. Lasso Regression)

Important Area
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P(tree frog)

0.54

0.85

0.00001

0.52

weight

0.3

0.01

0.89

Proximity from the original data

14



Perturbation procedure varies according to
the data type

* [mages ‘

* Create pixel groups (super-pixels)
* Replace super-pixels with gray values

* Text LIME proposes a
* Replace word tokens with a magic token ‘ gg”ﬂci&"p%ﬁmﬁ?t%;‘:;
(e.g., UNK) based Explanation.
* Tabular S ] PR
* Sample from a normal distribution with ‘ 32 52 19

mean and standard deviation taken

from the feature ¥

32 74 28
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Shapley values

* Post-hoc, local, model agnhostic

e Come from an area of mathematics
known as cooperative game theory

* Tries to quantify the contribution of

each player in a cooperative situation | el
Lloyd Shapley won 2012 Nobel Memorial Prize

in Economic Sciences
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Split based on individual contributions
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Step 1: Do multiple trails in different team
set up

__ Team _ Resut

Case 1 {} 0

Case 2 {Zha} 400
Case 3 {Bing} 350
Case 4 {Yi} 300
Case 5 {Zha, Bing} 750
Case 6 {Zha, Yi} 700
Case 7 {Bing, Yi} 600

Case 8 {Zha, Bing, Yi} 1000
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Step 2: Arrange trails as paths

+400 +300 +300
+400 +350 +250
4 Zha Zha, Bing Zha, Bing, Yi
+350 _ +400 _ +250 . .
Bing Bing, Zha Bing, Zha, Yi

E{D_ D +250 GEEWSNWED +400  mu——
IN INg, Yl INg, Yl, £Nna
+350 ° 3 g

+300 +400
> \ Yi, Bing Yi, Bing, Zha
+400 +300
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+300

+300

19



Step 3: Calculate average contributions

| zha RNEETEN
zha KT
AT -
| Bing, Zha Rl Bing |

(Average) Shapley Values
-

Zha, Bing, Yi B Zha, Bing
Bing, Zha, Yi @ Bing, Zha
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Avg( 2400
5 5ine, 700 WV Bine- 5 ;
( Bing RIETER : i
£ - (D) | ;
Avg( ) =325
s, i, Bing [ 7ha, Yi_ ; :
[ 2ha 5ing Vi 2hs : ;

Additivity!
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What happens if we have 1000 people?

 Number of cases = 2 to the number of features (8=23)

* Approximation algorithms of Shapley values
* Sampled Shapley

* Approximate Shapley value by sampling (not calculating all the cases) permutations

e Kernal SHAP

 Slightly faster than Sampled Shapley, but it assumes the independence of features.

* Tree SHAP

* Faster approximation algorithm, but it can only be applied to Tree-based models. Hence
this technique is model-specific
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Interpretability tools

* SHAP Python library
* Learning Interpretability Tool (LIT)
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SHAP Python Library

* |t provides popular implementations of
approximate Shapley values, including
Sampled Shapley, Kernel SHAP, Tree SHAP,

etc.

* |t has limited applications to domains
such as images.

* Code Sample: imort shap

explainer =
shap.TreeExplainer (model)
shap_values =
explainer.shap_values(X)

shap.summary_plot(shap_values, X)

Visualization Example

Relationship
Age
Education-Num
Capital Gain
Hours per week
Occupation
Marital Status
Capital Loss
Sex

Workclass
Race

Country
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+++¢T+‘+l*li

-2 0 2 4 6
SHAP value (impact on model output)

High

Feature value
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SHAP for images (Examples)

* DeepExplainer GradientExplainer

dowitcher red-backed_sandpiper

g8

meerkat mongoose

IR

-0.0075 -0 .0050 -0, .0000 .0025

sssssssss

SHAP applied to MNIST

SHAP applied to ImageNet M L

1
—0.006 -0.004 -0.002 0.000 0.002 0.004 0.006
SHAP value
https://github.com/shap/
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Learning Interpretability Tool (LIT)

* [t mainly supports Natural Language Processing (NLP) with some
preliminary support for tabular and image data.
 What kind of examples does my model perform poorly on?

 Why did my model make this prediction? Does the model properly focus on

important features, instead of obviously unimportant features like image
background?

 Does my model behave consistently if | change things like textual style, verb
tense, or pronoun gender?

* And does this method relate to counterfactual analysis in Al fairness and bias?

BME2133: Lecture 7 ©2025 Zhiyu Wan 25



= defaultﬁ

2 Copy Link

https://pair-code.github.io/lit/
https://github.com/PAIR-code/lit
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Select datapoint = Colorby = E Slices ~ T Pin datapoint 3 < 1 of 250 datapoints *  Select all Select random Clear selection
Embeddings @ ¢ Il Data Table ¥ 13 Datapoint Editor ¢
Projector: UMAP *  Embedding: sst2-tiny:cls_smb *  Label by: sentance ¥ m Columns ~ Show selected e Show Uﬂ“’tﬁde *SENtENCce TeSeoment
= 13 the acting , costumes , music , cinematography and sound are

index sanience label all astounding given the production ‘s austere locales .
0 it's a charming and often affecting journey . 1
1 unflinchingly bleak and desperate i}
2 allows us to hope that nolan is poised to embark a major career as a commercial yet inventive 1 label Categorylabel i =
filmmaker .
Hin o Frry austere focal
¢ 4 it's slow - very , very slow . 0
5 although laced with humaor and a few fanciful touches , the film is a refreshingly serious look at young 1
women .
6 asometimes tedious film . 0
7 or doing last year 's taxes with your ex-wife , 0
& None @ Select 10 nearest neighbors <Page 1 0f25> 3[@ : _ B Clear
Pradictions Explanations Saliance Clustering Metrics Counterfactuals TCAY — T+1

Classification Results & ¢ o3 Scalars @ ¥ il
Class Score sst2-tiny:probas:1 - Value: 0,967 Threshold: eommmesnn 05 - o
0 [o.033

1 -

1 oser e AN ‘
ne® = g " i . g %
™
ol | » " -+ ’
*‘ [ &
oR 0.1 0.2 0.3 04 0.5 08 0.7 08 08
P = The predicted label, T = The ground truth label €2 None [l

Made with & by the LIT team |
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Take-away messages

* Understood 4 interpretability techniques
* Permutation Feature Importance
» Partial Dependence Plots (PDPs)
* Local Interpretable Model-Agnostic Explanations (LIME)

e Shapley Values
» SHAP (SHapley Additive exPlanations)

* Knew 2 interpretability tools
 SHAP Python Library
* Learning Interpretability Tool (LIT)
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Readings for the Next Week

"= None

= Optional
d None
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BME2133 Class
Feedback Survey

Feedback Survey

* One thing you learned or felt was
valuable from today’s class &
reading

* Muddiest point: what, if anything,
feels unclear, confusing or
“muddy”

* https://www.wijx.cn/vm/hX0OmIlro.aspx
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